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Resumen: La capacidad para medir y comprender las emociones humanas de
manera precisa y no invasiva es crucial en miltiples campos, desde la salud
mental hasta el marketing y la interaccion humano-computadora. En este
articulo se presentan los avances en el desarrollo de un sistema para el estudio
de expresiones faciales, empleando un método de analisis vectorial sobre los
cambios que presenta el rostro del paciente ante una evaluacion médica
psicoldgica. Los vectores se obtienen midiendo la distancia entre un grupo
definido de puntos virtuales. Estos puntos virtuales se capturan en cada
fotograma del video que registra el rostro del paciente durante la consulta. La
variacion de distancia entre cada par de estos puntos en la secuencia de los
fotogramas del video, captura un indicador dindmico de los cambios de plegado
de cada seccion del rostro. El método de andlisis vectorial, se desarrolla con el
proposito de generar indices que permitan al médico especialista contar con
un método de aproximaciéon que mejore la evaluacién del estado emocional e
incluso la respuesta psicosomética de las personas que se sometan a este
estudio. Todo el sistema se integra en un formato de historia médica
electrénica, disefiado bajo los estandares HL7, desde donde se puede adquirir
el video del paciente, definir el nimero de puntos virtuales para realizar el
andlisis y generar los indices de resultado en cada consulta médica.

Palabras claves: estudio de la respuesta emocional — andlisis de las
expresiones faciales — Procesamiento con inteligencia artificial.

INTRODUCCION

El analisis de expresiones faciales mediante inteligencia artificial (IA) ha
emergido como un campo de estudio fascinante y prometedor en la
interseccion de la tecnologia y las ciencias médicas (Chen, 2019). La A,
un campo de la informética que busca crear sistemas capaces de
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realizar tareas que normalmente requieren inteligencia humana, tiene
sus raices en los afios 1950, pero ha experimentado un crecimiento
exponencial en las Ultimas décadas gracias a avances en poder
computacional y disponibilidad de datos. En el contexto del andlisis
facial, la IA combina técnicas de visién por computadora y algoritmos de
aprendizaje profundo, permitiendo la deteccion y medicién precisa de los
movimientos faciales y ofreciendo una ventana Unica a las emociones
humanas (Merritt, 2023).

Histéricamente, el andlisis facial automatizado surgié en el ambito del
marketing y la publicidad, donde se utilizaba para evaluar las respuestas
emocionales de los consumidores. Sin embargo, su potencial en
aplicaciones médicas rapidamente capté la atencién de investigadores
y profesionales de la salud. La capacidad de cuantificar objetivamente
las expresiones faciales ha abierto nuevas vias para el diagnostico y
seguimiento de condiciones neuroldgicas, psiquiatricas y del desarrollo.

En el contexto médico, la medicién precisa de los movimientos faciales
mediante |A ofrece ventajas significativas. Permite la deteccion
temprana de anomalias sutiles, facilita el seguimiento longitudinal de
pacientes, y proporciona datos objetivos para la evaluacion de
tratamientos (Chen, 2019). Esta tecnologia no invasiva tiene el potencial
de revolucionar campos como la neurologia, la psiquiatria y la
rehabilitacion, ofreciendo una comprensién mas profunda de la
expresién emocional humanay sus alteraciones en diversos estados de
salud. La aplicacién de la IA en este campo demuestra cémo los avances
tecnolégicos pueden traducirse en herramientas practicas y valiosas
para la atencion médica, mejorando nuestra capacidad de entender y
tratar una amplia gama de condiciones relacionadas con la expresion
facial y emocional.

METODOLOGIA

Aun cuando los sistemas modernos con IA logran una buena deteccion
de la emocioén reflejada en el rostro, no siempre detectan el estado
emocional verdadero (Chen, 2019; Pascual, 2022). Esto genera un
importante nivel de error en la deteccion de patologias compulsivas
psiquicas, que en algunos casos puede llegar a extremos como el
suicidio o el asesinato.

En este proyecto, el sistema se disefié para identificar la respuesta del
rostro del paciente mientras experimenta un estimulo emocional. La idea
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es explorar el estado emocional como respuesta a la empatia ante un
video diseflado para generar cambios extremos entre emociones
contrastantes. El procesamiento consiste en obtener valores métricos
cuantitativos en formas de respuestas vectoriales, que sirvan como
indicadores de la respuesta de empatia (Moya Albiol, 2018) reflejado por
la emocionalidad del paciente y por consiguiente sirvan de referente al
médico especialista para la deteccion temprana de patologias que
pueden pasar desapercibidas.

El objetivo de este proyecto es desarrollar un sistema que permita
desencadenar reacciones emocionales a partir de estimulos
controlados. Los estimulos consisten en un video con secciones
elaboradas con un guion que puedan cambiar el estado emocional del
paciente. La idea, es analizar cada cuadro de imagen del video adquirido
del paciente en relacion sincronica en el tiempo en el que visualiza los
estimulos, generando multiples vectores de parametrizacién que
muestran los cambios de fisonomia causados por la empatia hacia los
sectores del video estimulo.

El sistema estd compuesto por una etapa de hardware y una de
software. La Figura 1, presenta un esquema simplificado del disefio.

Figura. 1
Esquema simplificado del disefio del sistema.
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El hardware utiliza una camara de video que toma la imagen del rostro
del paciente mientras se somete a un estimulo visual. La etapa de
software del sistema se desarrolla en plataforma libre, utilizando el
software de programacion Python (Gonzalez Duque, 2011). Consta de
tres partes: identificacién de puntos caracteristicos del rostro, medicion
de distancias entre los puntos seleccionados y analisis de los vectores
que reflejan las facciones emocionales.

Estructura del estimulo visual

El video estimulo consiste en una pelicula, cuya duracién es de ciento
ochenta y siete segundos. La pelicula contiene una secuencia de 8
segmentos cortos independientes, que no guardan ninguna relacion
unos con otros. El objetivo individual de cada segmento es presentar
una serie de estimulos emocionales definidos por la empatia a la
persona que lo esta viendo.

Para este proyecto, el video estimulo sélo toma en cuenta dos
emociones: alegria y tristeza. La pelicula alterna segmentos que pueden
producir alegria con segmentos que podrian generar ftristeza,
intercalados por segmentos cortos que muestran una serie de imagenes
dinamicas no biolégicas. Denominamos a estas Ultimas ‘'imagenes
neutras' porque no debieran aportar estimulos emocionales adicionales.
El objetivo que se persigue es captar la respuesta emocional del
paciente mediante la grabacién de un video de su rostro mientras
visualiza el video estimulo.

Procesamiento del video de respuesta

El video de respuesta emocional (VRE) se toma del rostro del paciente
mientras visualiza el video estimulo. Para el almacenamiento de la
informacion, se cred una base de datos disefiada para que funcione
como historia médica electrénica (HME). Esta base de datos, permite
relacionar el paciente que se somete al estudio con cada una de las
adquisiciones que se realicen.

El procesamiento de la informacion, consiste en un algoritmo que realiza
una secuencia automatizada en el computador, sobre cada cuadro de
imagen captado en el VRE del paciente.

El software detecta la forma del rostro dentro del marco del video, para
posteriormente identificar la posiciéon donde se ubica cada rasgo de
dicho rostro. Para esto, el software detecta: los bordes de la cara, las
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cejas, los ojos, la nariz y la boca, asignando a cada una de estas zonas
mencionadas un nimero de puntos especificos que resultan clave para
el estudio de los gestos en el rostro. La deteccion de puntos
caracteristicos consiste en ubicar y fijar 68 marcas virtuales sobre el
rostro del paciente en una matriz de coordenadas. La Figura 2, muestra
un fotograma donde se visualiza el efecto que fija los puntos virtuales
sobre el rostro del paciente.

Lo que se pretende es que cada punto esté fijo a una seccion del rostro
y por consiguiente se desplace en el espacio siguiendo los movimientos
de cada seccién de forma especifica. Esto permite medir los cambios de
contorno de la piel en el rostro entre un fotograma y el siguiente. Para
ubicar automaticamente los puntos deseados en cada fotograma, se
utiliz6 un método proporcionado con licencia libre, que utiliza técnicas
de machine learning (IA) programadas en lenguaje Python (Google Al
for Developers, 2024).

Por si solos, los puntos detectados sobre la imagen del rostro, no
representan utilidad en la investigacion. La informacién médica relevante
se determina con el andlisis de como cambian las distancias entre los
puntos con respecto al tiempo.

Figura 2
Captura automatica de puntos virtuales sobre el rostro del paciente.




Anélisis de la respuesta emocional del paciente

Los cambios del rostro en la secuencia de imagenes, se obtienen con la
medicion de distancias entre los puntos caracteristicos. La secuencia de
mediciones en la sucesion de imagenes del video entre dos puntos
especificos determina un vector representativo del movimiento en la
seccidn del rostro cubierta entre estos puntos, y por consiguiente puede
mostrar el estado del paciente en funcién del mapa emocional de Ekman
(Ekman and Oster, 1981).

En esta investigacién se han elegido 27 pares de puntos para estudiar
los movimientos del rostro, especificamente para identificar la respuesta
de los estados emocionales de felicidad y de tristeza. Las mediciones
entre estos pares de puntos representan 27 vectores correspondientes.
La Figura 3, presenta la grafica de uno de los vectores adquiridos. Este
vector muestra la respuesta entre los puntos adyacentes en la comisura
de los labios y el mentén del paciente.

Figura 3
Respuesta entre la comisura de los labios y el menton del paciente.
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RESULTADOS

Para obtener resultados cuantitativos del estado emocional del paciente
es necesario comparar cada vector adquirido del video estimulo con
algun tipo de patron de referencia. Dado que no existe un patrén de
referencia de uso estandar de este tipo, fue necesario generar un patréon
aproximado de forma practica.

Para encontrar un patrén indicativo en cada vector, se realizo el analisis
de la adquisicion de 50 pacientes control. El patron de referencia se
establece promediando los intervalos correspondientes a los sectores
donde los pacientes visualizaron cada estimulo emocional. Esto genera
una sefial patron que sirve de referencia para estimar el estado
emocional de felicidad y otro para estimar el estado de tristeza.

Los vectores patron son mas cortos que los vectores originales porque
corresponden exclusivamente a los segmentos donde se evalla un
estado emocional especifico.

Cuando se analiza un vector cualquiera correlacionandolo con uno de
los vectores patron se nota una elevada correspondencia con los
segmentos donde el paciente refleja un estado emocional acorde con el
patrén y viceversa donde el estado emocional es opuesto.

La correlacién total entre el vector patron y el vector en estudio se logra
por medio de un procedimiento que desplaza el patron sobre toda la
extension de la sefial en estudio realizando la comparacién entre ambas
sefiales. El procedimiento inicia alineando el patrén con una seccion del
mismo tamafio al inicio del vector en estudio, la comparaciéon entre
sefiales se realiza calculando el coeficiente de Pearson en esa
alineacion (Fiallos, 2021). Luego, se desplaza el patron en una muestra
sobre el vector en estudio. Esto se repite hasta completar todas las
muestras del vector en estudio, con lo cual se genera un nuevo vector
con los resultados de cada comparacion. El coeficiente de Pearson (r,,)
se puede calcular por medio de la relacion dada por la Ecuacion (1).

. XY ,
Txy (i) = covitr) donde: —1<1,(i) < +1 (1)

0Z*05

La ecuacion 1, establece la comparacién entre las sefiales X e Y. Donde
X esta determinada por el vector patron e Y representa el vector en
estudio. La Figura 4, muestra la grafica de los valores r,, (i) que se
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obtienen al comparar el patrén de felicidad con la sefial obtenida como
respuesta de la comisura de los labios al mentén en el estudio de un
paciente en particular.

Figura4

Gréfica de r,, (i) entre el patron de felicidad y la sefial obtenida como respuesta de la
comisura de los labios al mentdn.
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Los resultados de 1, (i) muestran con valores mas cercanos a 1 donde
la sefal que se analiza es mas parecida al patrén de felicidad y con
valores aproximados a -1 donde posee mayor diferencia. La grafica de
la Figura 4 evidencia con valores mas positivos la correspondencia de
la sefial del paciente con los sectores de felicidad del video estimulo, y
denota con valores negativos la correspondencia con los sectores donde
el paciente visualizaba estimulos que le causaron tristeza.

Actualmente se trabaja en un software de andlisis que interprete los 27
vectores seleccionados para generar un indice mas eficiente al
momento de evaluar el estado de emocionalidad del paciente.
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CONCLUSIONES

La implementacién de un sistema de andlisis vectorial para el estudio de
expresiones faciales representa un avance significativo en la
interseccion de la tecnologia y la medicina. Este enfoque innovador
proporciona a los profesionales de la salud una herramienta objetiva y
cuantificable para evaluar las respuestas emocionales de los pacientes,
lo que podria revolucionar campos como la psicologia, la neurologia y la
psiquiatria.

Las afirmaciones sobre la eficacia del método de analisis vectorial en la
captura de indicadores dindmicos de cambios faciales son
prometedoras. La capacidad de medir con precision las variaciones en
las distancias entre puntos faciales especificos a lo largo del tiempo
ofrece una nueva dimensién en la comprension de las expresiones
emocionales. Este enfoque no solo permite una evaluacién mas
detallada y objetiva de las respuestas emocionales, sino que también
podria facilitar la deteccién temprana de trastornos psicolégicos y
neurolégicos.
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